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REANNZ Network Services
• Internet + NREN

• DDoS mitigation

• MANRS

• Malware Free Networks (MFN)

• Private L3 WAN

• Private L2 circuits

• Campus Connectivity

• Dark fibre

• Ultra-Fast Broadband (Wholesale GPON)

• IPSec over generic Internet services (Mobile, WISP, satellite, etc.)



International Domestic

weathermap.reannz.co.nz

weathermap.reannz.co.nz


REANNZ Core (2016 -> 2023)



Hardware Procurement – Goals
• Brownfield deployment

• Feature parity

• Reliability

• Bandwidth scalability (growth to 400G)

• Reduce cost per port

• Power efficiency per port

• Future-proof for potential feature requirements

• HQOS

• Enhanced in network DDoS mitigation

• Segment Routing



Procurement Timeline

RFP
(Jul - Oct 

2022)

Due 
Diligence

(Dec 2022 - 
Apr 2023)

Bug Fixes 
(May – Oct 

2023)

Pilot in 
Production
Nov 2023 – 
May 2024

Place Order
(Jun 2024)

Begin 
Deployment

(Jul 2024)

Complete 
Deployment
(Jun 2025)



Introducing the Hardware – ACX7024
• 24 x 1G/10G/25G + 4 x 100G in 1RU

• Broadcom Qumran2U (360Gb/s)

• Ideal for:

• Regional backbone links

• Terminating small to medium size campuses

• Datacenters

• Delivering simple private L2 and L3 services 

x 50



Introducing the Hardware – ACX7100-32C

• 32 x 100G + 4 x 400G in 1RU

• Broadcom Jericho2 (3.2Tb/s)

• Line-rate macsec

• Ideal for:

• Main trunk backbone links

• Terminating large campuses

• Simple private L2 and L3 services 

x 12



Introducing the Hardware – MX204
• 16 x 100G or 4 x 400G per LMIC in 2RU

• Juniper Trio 6 (1.6Tb/s per LMIC, up to 4.8Tb/s)

• Ideal for:

• Large main centre sites

• Providing Internet services (long-lined via an L2 circuit)

• Terminating Internet exchanges and external peerings

• Terminating UFB aggregation handovers 

x 3



Introducing the Hardware – MX204
• 8 x 1G/10G + 4 x 100G in 1RU

• Juniper Trio 3 (400Gb/s)

• Ideal for:

• Smaller main centre sites

• Providing Internet services (long-lined via an L2 circuit)

• Terminating Internet exchanges and external peerings

• Terminating UFB aggregation handovers 

x 12



Typical Region



Power Consumption
• ~40% less power

• Despite 10 x as many 100G ports



Deployment
• Focus on the 

Jul – Dec 2024

Jan – Jun 2025



Deployment
• Config ~97% generated, reviewed by 2 engineers

• Backbone links migrated inside business hours ahead of the change

• 1 x engineer on-site, 1 x engineer leading the change remotely

• 3-hour change window (typically 9pm – 11:59pm)

• Migrate 8 – 12 ports per night

• Per port state diffs



Port State Diffs
• State config generated by config migration tooling

• Compares network state pre and post change

• Interface

• Unit (VLAN interface)

• EVPN/VPLS + mac table

• VRF + route table

• BGP Handover

• OSPF Handover



Port State Diffs
• Direct engineer’s attention to what’s 

important

• Summarise network state where appropriate 

to make diff more meaningful

• 3k line config change (~100 units) returned a 

351 line diff (excluding formatting)



Future Work – International Hardware Refresh

• Kick off late 2025/early 2026

• MACsec on all links

• Scale beyond 100G

• More ports


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21

