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• GNA-G AutoGOLE/SENSE WG homepage
– https://www.gna-g.net/join-working-group/autogole-sense

• Co-Chairs:
– Tom Lehman (ESnet)
– Marcos Felipe Schwarz (RNP)
– Hans Trompert (SURF)
– Buseung Cho (KISTI)

• AutoGOLE/SENSE Working Group mailing list
– autogole@lists.gna-g.net

• Zoom meetings
– every two weeks on Tuesdays, 10am ET

AutoGOLE / SENSE WG



AutoGOLE / SENSE Working Group
• Worldwide collaboration of open exchange points and R&E networks interconnected to deliver 

network services end-to-end in a fully automated way.   NSI for network connections, SENSE for 
integration of End Systems and Domain Science Workflow facing APIs.

• Key Work areas: 
– Control Plan Monitoring: Prometheus/Grafana based
– Data Plane Verification and Troubleshooting Service
– AutoGOLE related software:  NSI (OpenNSA, SuPA), SENSE (orchestration and site resources)
– Experiment, Research, Use Case support:  Support for multiple activities including NOTED, 

Gradient Graph, P4 Topologies, Named Data Networking (NDN), Data Transfer Systems 
integration and testing. 

• Key Objective:
– The AutoGOLE Infrastructure should be persistent and reliable enough to allow most of the 

time to be spent on experiments and research.



AutoGOLE / SENSE WG - Objectives and Vision 

• Infrastructure which provides “end-to-end” network services in a fully 
automated manner

the network elements
the network stacks inside the attached end systems (DTNs)

• Leverages the opensource software based on:
Network Service Interface (NSI): multidomain network provisioning
SENSE: end-system provisioning and realtime integration with 
network services 

• Persistent Infrastructure, somewhere in between production and a 
testbed

Network Research, Experiments, Testing
Topologies and Services for Domain Science integration and research



AutoGOLE Topology View
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• OpenNSA
– https://github.com/BandwidthOnDemand/opennsa
– https://github.com/NORDUnet/opennsa
– https://nordunet.github.io/opennsa/

• SuPA (SURF ultimate Provider Agent)
– https://workfloworchestrator.org/SuPA/
– https://github.com/workfloworchestrator/SuPA

– Uses OFG defined Network Markup Language (NML)

NSI Software 

https://github.com/workfloworchestrator/SuPA
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• SENSE
– Orchestrator

• sense.es.net
• Northbound API: 

https://app.swaggerhub.com/apis/xi-yang/SENSE-O-
Intent-API/2.0.4

– Site Resource Manager
• https://github.com/sdn-sense
• https://sdn-sense.github.io/

– Network Resource Manager
• https://github.com/esnet/sense-rm

SENSE Software 
Based on modifications to NML to allow the 
things that connect to the network to also be 
modeled, controlled, and orchestrated.
MRML  - Multi-Resource Markup Language



AutoGOLE Topology View



SENSE - Model based Resource Descriptions
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AutoGOLE/SENSE - Integrating and Orchestrating services across multiple Infrastructures



AutoGOLE Infrastructure 
• Automated provisioning of Network services

SENSE adds: edge site/end systems, 
orchestration services, multiple API support



SENSE Overview



Network Services and Edge Site Integration across multiple 
providers and projects
This shows work in 
progress to integrate 
services/systems from 
the following 
providers:

● CENIC 
● UCSD
● ESnet
● Internet2
● StarLight
● FABRIC
● National 

Research 
Platform (NRP)



FABRIC Topology



Example of 
Topology and  
Connections –
UCSD, LA, 
Caltech



Los Angeles Connections



Interconnects 
between 
research and 
production

Research, Prototype, and Production

Blue links 
are research

Enables prototype 
development using real end 
systems and some production 
network segments

LA Area
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SENSE and Rucio (Caltech Production storage)

June 2024



CERN Connections and Systems



• Multiple NREs using AutoGOLE/SENSE infrastructure
– https://sc24.supercomputing.org/scinet/network-research-

exhibition/accepted-nre-demos/

• SENSE/AutoGOLE integration with the Rucio, FTS and XRootD 
data access and management systems, Global P4 Lab, PolKA, 
AmLight, FABRIC, RoCE (RDMA over Converged Ethernet), 
among others.

SC24 Demonstrations using 
AutoGOLE/SENSE

https://sc24.supercomputing.org/scinet/network-research-exhibition/accepted-nre-demos/
https://sc24.supercomputing.org/scinet/network-research-exhibition/accepted-nre-demos/


Real Time Monitoring (Nov 19)

LA Arista Total Octets In, All Ports



Real Time Debugging



Thanks!


